Testimony of Sam Gregory, Executive Director, WITNESS

Before the U.S. Senate Committee on Commerce, Science and Transportation

Subcommittee on Consumer Protection, Product Safety and Data Security

Date of hearing: September 12, 2023

“The Need for Transparency in Artificial Intelligence”
Chairman Hickenlooper, Ranking Member Blackburn and members of the Senate Commerce Subcommittee on Consumer Protection, Product Safety and Data Security, thank you for the opportunity to testify today about transparency in AI.

I am Sam Gregory, Executive Director of WITNESS, a human rights organization. Since 2018, WITNESS has led a global effort, Prepare, Don’t Panic, to understand how deepfake and synthetic media technologies, and more recently large language models (LLMs) and generative AI, are impacting consumers, citizens and communities in the US and globally, and to prepare accordingly. These efforts have included contribution to technical standards development, engagement on detection and authenticity approaches that can support consumer literacy, analysis and real-time response to contemporary usages, research, and consultative work with rights defenders, journalists, content creators, technologists and other members of civil society. Our experience is further informed by three decades of experience helping communities, citizens, journalists and human rights defenders create trustworthy photos and videos related to critical societal issues and protect themselves against the misuse of their content.

Today, I will have a particular focus on how to optimize the benefits, and minimize the harms and risks from multimodal audiovisual generative AI. These tools, with their potential to create realistic image, audio and video simulations at scale, as well as personalized content, will have far-reaching implications for consumers, creative production and generally, our trust in the information we see and hear.
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Executive Summary

My organization, WITNESS, has for a number of years promoted a perspective of *Prepare, Don’t Panic* in relation to deepfakes and generative AI. But the moment to act and prepare society for audiovisual generative AI and its impacts has come.

Transparency around AI’s role in the production of information that consumers and citizens engage with is a critical area. In this testimony, I will focus on questions of disclosure and provenance in audiovisual content, and how these relate to the responsibility of actors in the AI pipeline. WITNESS, in consultation with global experts and communities affected by technology development, focuses on three overarching principles to guide the assessment of the opportunities and risks that generative AI brings to society.

1. Place firm responsibility on stakeholders across the AI, technology and information pipeline.
2. Center those who are protecting human rights and democracy, and communities most impacted by AI, domestically and globally, in the development of solutions.
3. Embed human rights standards and a rights-based approach in the response to AI.

With these principles in mind, US policy makers and legislators have a range of options to promote transparency in AI and protect consumers and their data:

1. Ensure broad consultations with communities impacted by AI when developing solutions to watermarking, provenance and disclosure, and in broader processes of transparency common to all AI systems—including documentation, third-party auditing, pre-release testing, evaluation, and human rights impact monitoring.
2. Push for a rights-based approach to transparency in AI, that promotes standardized systems for disclosing when content has been made with AI, while supporting opt-in solutions that track the provenance of non-synthetic media.
3. Prohibit personal data from being included by default in any approaches to provenance, disclosure and watermarking, for all types of content.
4. Enact comprehensive data privacy legislation, as well as integrate data privacy rights into broader AI legislation that also includes solutions for opting out of models’ datasets.
5. Support research and investment in technologies that can detect AI manipulation and generation and are accessible domestically and globally, as well as consumer-facing tools that provide information on content provenance.
The domestic and global context of audiovisual generative AI and deepfakes

While there are creative and commercial benefits to generative AI and synthetic media, these tools are also already connected to a range of harms to US consumers and global users. Chatbots provide incorrect, factual-appearing information. Audio scams using simulated audio are proliferating. Non-consensual sexual images are used to target private citizens and public figures, particularly women, and AI-generated child sexual abuse images are increasing. Claims of AI-generation are used to dismiss verifiable content. Text-to-image tools perpetuate existing patterns of bias or discriminatory representation present in their training data. Creatives and artists have had their production incorporated into training for AI models without consent, and no-one has access to reliable ways to opt their images out of these training data sets.8

In the area that I focus on, audiovisual generative AI and deepfakes, research indicates that humans do trust the realism cues of audio and video,9 cannot identify machine-generated speech cloning accurately,10 do not recognize simulated human faces,11 do not fare well spotting face-swapped faces,12 and retain false memories of deepfakes.13 In the direct experience of my own organization in analyzing high-profile suspected deepfakes encountered globally, it is challenging to support rapid, high-quality media forensics analysis; detection resources are not widely available to the media or the public; and the gap between analysis and timely public understanding is wide and can be easily exploited by malicious actors.14
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These AI tools create *accidental harms* when they don’t work as promised or anticipated including when they ‘hallucinate’ information. Deceptive information is a feature, not a bug of systems. Consumers also face *misuse harms when* generative AI tools work as intended to, but are exploited deliberately for criminal or deceptive purposes, such as cloning voices for scams.

There are *supply chain harms* derived from representational biases that are a reflection of both developers’ choices and prejudices embedded in the training data, as well as harms that come from the inappropriate incorporation of personal data, creative production or intellectual property into the development processes of AI.

Finally, given the lack of public understanding of AI, the rapidly increasing verisimilitude of outputs, and the absence of robust transparency and accountability, the combination of poorly functioning and misused technology brings *structural harms*—in this case undermining broader trust in information and public processes.¹⁵

High-risk usages of synthetic media and generative AI may not be easily defined and will depend on context, and the potential for differential impact. Risk-based approaches to regulation transfer a lot of responsibility to the private sector and may result in regulatory gaps impacting those consumers already most at risk. A rights-based approach—not only a risk-based approach—that is grounded in US Constitutional values is key to protecting the interests of consumers and citizens in the US. Existing legal frameworks on data protection and sector specific regulations for health or financial markets, for instance, provide a basis for action, as do the protections in the White House AI Bill of Rights in relation to broader AI issues, Executive Order 13960 on Promoting the Use of Trustworthy Artificial Intelligence in the Federal Government, and the Organization for Economic Co-operation and Development’s (OECD’s) 2019 Recommendation on Artificial Intelligence that the US adopted.

As I highlight later, comprehensive data privacy legislation and if needed AI-specific regulation that incorporates strong privacy protections would provide a core bedrock for addressing both strong implementation of safeguards for consumers such as transparency, as well as supporting future developments in AI technologies.

Synthetic media tools are now able to produce images of real-life events and realistic audio of individuals with limited input data, and at scale. Increased volume of easily made, realistic synthetic photos, audio and eventually audio, of specific real individuals and contexts is a paradigm shift. In the future, this will include more accurate, targeted and interactive personalization for a given context, individual consumer, specific user or audience in existing social media contexts, as well as emerging formats for communications such as VR and AR. Generative AI tools are increasingly multimodal, with text, image, video, audio and code functioning interchangeably as input or output.

It is unreasonable to expect consumers and citizens to be able to ‘spot’ deceptive and realistic imagery and voices. As the Federal Trade Commission (FTC) has already noted, most of the challenges and risks with generative AI cannot be addressed by the consumer acting alone. Similarly, responses to the risks of these tools cannot be adequately addressed by regulatory agencies or laws without a pipeline of responsibility across foundation models, developers and deployers of AI models.

Single technical solutions will not be sufficient either. In the case of audiovisual generative AI, deepfakes and synthetic media, technical approaches to detection will need to be combined with privacy-protecting, accessible watermarking and opt-in provenance approaches, and with mandatory processes of documentation and transparency for foundation models, pre-release testing, third-party auditing, and pre/post-release human rights impact assessments.

**Harms and risks of deepfakes, generative AI and synthetic media identified by WITNESS**

Through the past five years of WITNESS consultations, civil society leaders have consistently identified a set of existing harms and potential threats from synthetic media and deepfakes. As tools have become more accessible and personalizable, and easier to use, a higher number of people have had the ability to engage with them. They have been able to imagine—or experience—how these technologies could impact their lives.

The main overarching concern echoes across countries: threats from synthetic media will disproportionately impact those who are already at risk, because of their ethnicity, gender,
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sexual orientation, profession, or belonging to a social group. Women particularly already face widespread threats from non-consensual sexual images that do not require high-quality or complex production to be harmful. Many marginalized and vulnerable populations have already been affected by the existing AI-driven dynamics of the information ecosystem. They have experienced AI and other forms of technology that have brought differential and/or disparate impact to them. This reflects both the biases in these tools (e.g. representational bias), as well as their use and misuse to disproportionately target these populations.

Elections in the coming year are poised to be deeply influenced by the malicious or deceptive use of generative AI. We hear how the fear of synthetic media, combined with the confusion about its capabilities and the lack of knowledge to detect AI-manipulation, are misused to dismiss authentic information with claims it is falsified. This is so-called plausible deniability or the “liar’s dividend”. In our work analyzing claims of deepfakes, incidents of the liar’s dividend are highly prevalent.

Similarly, these tools could be used by foreign governments to close civil society space by, for instance, incorporating them into patterns of criminalization and harassment of journalists and human rights defenders, and disinformation targeting their activities and those of political opponents at home and abroad. The potential threats brought by synthetic media and generative AI have motivated governments to enact laws suppressing free expression and dissent, posing a threat to the principles of free expression, civic debate and information sharing. Proposed rule-making and legislation on generative AI and deepfakes in China is indicative of this trend.

Lastly, pressures to understand complex synthetic content, and claims that content is synthesized, place additional strain on already under-resourced local and national newsrooms and community leaders responsible for verifying digital content. With hyperbolic rhetoric as well as the realities of advances in generative AI undermining trust in content we encounter, human rights defenders, journalists and civil society actors will be among the most impacted by generative AI.

These technologies need to be developed, deployed, or regulated with an in-depth understanding of a range of other local and national contexts. The voices of those impacted by
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AI, need to be central to the discussion and prioritization of solutions. Yet, emerging technologies are designed and deployed without the input of those most impacted, ignoring the threats and risks these technologies bring to communities already at a disadvantage.

**Why consumer-facing transparency matters in an information environment with more complex creative and communicative production**

Media, communication and content production are increasingly complex. Increased access to tools for creative generation and knowledge production will bring benefits to society. However, to realize this, one key component is transparency across the pipelines of AI design, content production and information distribution. Transparency approaches can also support better control for individuals and others on how their data is used in AI models.

Frequently in my work, I am asked to provide advice to consumers on how to spot an AI-generated image—for example, to look for ‘the distorted hands’, or in the case of a deepfake, to see if it does not blink. I discourage this as these heuristics are the current Achilles heel or temporary failings of a process, not long-term durable or scalable guidance. Most audiovisual content we create and consume involves AI. In a world with wider access to tools that simplify the generation or edition of photos, videos, and audio, including photo and audio-realistic content, it is important for the public to be able to understand if and how a piece of media was created or altered using AI. We refer to this as ‘content provenance’. Such labeling, watermarking or indications of provenance are not a punitive measure to single out AI content or content infused with AI, and should not be understood as a synonym of deception, misinformation or falsehood. The vast majority of synthetic media is used for personal productivity, creativity or communication without malice. Satirical media made using AI is also a critical and protected form of free speech.

We have heard repeatedly from information consumers around the world that responsibility should not be placed primarily on end-users to determine if the content they are consuming is AI-generated, created by users with another digital technology or, as in most content, a mix of
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both. To ensure disclosure—and more broadly, to promote transparency and accountability—all actors across the AI and media distribution pipeline need to be engaged. These include:

- Those researching and building foundation or frontier models;
- Those commercializing generative AI tools;
- Those creating synthetic media;
- Those publishing, disseminating or distributing synthetic media (such as media outlets and platforms); and
- Those consuming or using synthetic media in a personal capacity

There is now a significant trend in AI governance towards a pipeline approach and a focus on labeling and disclosure. In July 2023, seven leading AI companies agreed with the White House to a number of voluntary commitments to help move toward safe, secure and transparent development of AI technology, including committing to earning people’s trust by disclosing when content is AI-generated. In the European Union, companies who have signed on to the voluntary EU Code of Practice on Disinformation have agreed to a similar commitment, with the EU’s Commissioner Věra Jourová calling on these companies to label AI-generated content. The EU AI Act includes significant requirements for disclosing deepfakes and machine-generated content from foundation models.

Most provenance systems will require methods that explain both AI-based origins or production processes, but also document non-synthetic audio or visual content generated by users or other digital processes—like footage captured from ‘old fashioned’ mobile devices. As the White House notes in its statement on the voluntary commitments, “companies making this commitment pledge to work with industry peers and standards-setting bodies as appropriate towards developing a technical framework to help users distinguish audio or visual content generated by users from audio or visual content generated by AI.” It will be hard to address AI
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content in isolation from this broader question of media provenance. Implementing this approach to transparency will require standards that focus on how to design durable, machine-readable shared standards that provide useful signals to consumers, as well as other actors in the information pipeline (e.g. content distributors and platforms).

**The opportunity in transparency and disclosure**

It is crucial for democracy that people are able to believe what they see and hear when it comes to critical government, business and personal communications, as well as documentation of events on the ground. It is also critical for realizing the creativity and innovation potential that generative AI holds, that consumers are informed about what they see and hear.

WITNESS has actively participated in the Partnership on AI’s Responsible Practices for Synthetic Media Framework. This Framework describes direct forms of disclosure as those methods that are ‘visible to the eye’, such as labels marking the content, or adding context disclaimers. Indirect forms of disclosure are not perceptible to the human eye and include embedded metadata or other information that is machine readable or presentable, such as cryptographic provenance or embedding durable elements into either or both the training data and the content captured or generated. Importantly, the Framework also offers a useful breakdown of how responsibility for supporting this disclosure should be considered at different stages across the AI pipeline.

There is significant and unhelpful confusion around terms used to show use of AI in content. ‘Watermarking’ is used as a catch-all term that includes:

a. Visible watermarks, signals or labels (e.g. a ‘Made with AI’ description on an image);

b. Invisible watermarks and technical signals that are imperceptible to the human eye and can be embedded at pixel level, or as early as the training stage of AI processes; and

c. Cryptographically-signed metadata that shows the production process of content over time, like the C2PA standards.

Visible signals or labels can be useful in specific scenarios such as AI-based imagery or production within election advertising, as proposed in the REAL Political Ads Act. However,
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visible watermarks are often easily cropped, scaled out, masked or removed, and specialized tools can remove them without leaving a trace. Visible watermarks are hence inadequate for reflecting the ‘recipe’ for the use of AI in an image or video, and in a more complex media environment fail to reflect how AI is used in a meaningful way for consumers.

Technical interventions and signals at the dataset level can indicate provenance as well as embed ‘Do Not Train’ restrictions that could give consumers more say in who is allowed to build AI models using people’s data and content. However, many datasets are already in use and do not include these marks. Additionally, small companies, independent developers, and open-source libraries and tools may not have the capacity and ability to develop reliable and sustainable invisible watermarks. Without accessible and standardized standards, there is a risk of excluding a significant part of the AI innovation ecosystem from the conversation. This, in turn, could lead to a handful of AI companies’ dominance becoming further entrenched.

Dataset-level watermarks also require their application across broad datasets, which brings questions around ownership and responsibility regarding the content and the repurposing of that content for training purposes. Since, in most cases, the original content creators are not involved in the decision to add their content to a training dataset, they are unlikely to be involved in the decision to watermark their content as well.

Cryptographic signature and provenance-based standards such as the C2PA are built to make it very hard to tamper with the cryptographic signature without leaving evidence of the attempt, and to enable the reconnection of a piece of content to a set of metadata if that is removed. These methods can allow people to understand the lifecycle of a piece of content, from its creation or capture to its production and distribution. In some cases, they are integrated with capture devices such as cameras, utilizing a process known as ‘authenticated capture’. Microsoft has been working on implementing provenance data on AI content using C2PA specs30, and Adobe has started to provide it via its Content Credentials approach.31 While I do not speak for the C2PA, WITNESS is a member of the C2PA, has participated in the Technical Working Group and acted as a co-chair of the C2PA Technical Working Group Threats and Harms Taskforce. In this context WITNESS has advocated for globally-driven human rights perspectives and practical experiences to be reflected in the technical standard.32

30 Kyle Wiggers, Microsoft pledges to watermark AI-generated images and videos, Techcrunch, May 2023
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An approach like the C2PA can also allow creators to choose whether their content may be used for training AI models or other data purposes. Agency over their data is a critically needed response to concerns from creators and others about the incorporation of their content, personal images and other data into AI models without their consent.

In reality, any effective shared standard, regulation, or technological solution to provenance, disclosure and transparency is likely to require a combination of cryptographically-signed provenance metadata that reflects how both AI, non-AI and mixed media are created and edited over time, as well as visible watermarking and/or technical signals for synthetic content that confirm the use of AI specifically.

**How to provide rights-respecting disclosure**

To safeguard Constitutional and human rights, approaches to provenance and disclosure need to meet at least three core criteria. They need to:

- Protect privacy;
- Be accessible with modular opt-in or out depending on the type of media and metadata, and;
- Avoid configurations that can be easily weaponized by authoritarian governments.

People using generative AI tools to create audiovisual content should not be required to forfeit their right to privacy to adopt these emerging technologies. Personally-identifiable information should not be a prerequisite for identifying either AI-synthesized content or content created using other digital processes. The ‘how’ of AI-based production elements is key to public understanding; this should not require a correlation to the identity of ‘who’ made the content or instructed the tool.

Since 2019, WITNESS has been raising concerns about the potential harms that could arise from the inclusion of personal data in solutions that track the provenance of media. The US government has the opportunity to ensure that provenance requirements and standards are developed in-line with global human rights standards, protect civil rights and First Amendment rights, and do not include the automated collection of personal data. While a requirement to include disclosure indicating content was AI-generated could be a legal requirement in certain
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cases, this obligation should not extend to using tools for provenance on content created outside of AI-based tools, which should always be opt-in.

Building trust in content must allow for anonymity and redaction. Immutability and inability to edit do not reflect the realities of people, or how and why media is made—nor that certain redaction may be needed in sensitive content. Flexibility to show how media evolves—and to conduct redaction—is a functional requirement for disclosure particularly as it relates to edited and produced content. Lessons from platform policies around ‘real names’ tell us that many people—for example, survivors of domestic violence—have anonymity and redaction needs that we should learn from. While specifications like the C2PA focus on protecting privacy and don’t mandate identity disclosures, this privacy requirement needs to be protected during widespread adoption. We should be wary of how these authenticity infrastructures could be used by governments to capture personally identifiable information to augment surveillance and stifle freedom of expression, or facilitate abuse and misuse by other individuals.

We must always view these credentials through the lens of who has access and can choose to use them in diverse global and security contexts, and ensure they are accessible and intelligible across a range of technical expertise. Provenance data for both AI and user-generated content provides signals—i.e. additional information about a piece of content—but does not prove truth. An ‘implied truth’ effect simply derived from the use of a particular technology is not helpful, nor is an ‘implied falsehood’ effect from the choice or inability to use them. Otherwise we risk discrediting a citizen journalist for not using tools like these to assert the authenticity of their real-life media because of security or access concerns, while we buttress the content of a foreign state-sponsored television channel that does use it. Their journalism can be foundationally unreliable even if their media is well-documented from a provenance point of view.

Any credential on content must be an aid to help make informed decisions, not a simplistic truth signal. They work best as a signal in complement to other processes of digital and media literacy that consumers choose to use, to help them triage questions they may have, and that are available to other parties engaging with the content, including potentially platforms.
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**The role of detection alongside provenance**

‘Seeing’ both invisible watermarks and provenance metadata that are imperceptible to the eye will require consumer-facing tools. However, the average citizen shouldn’t be required to keep up with watermarking advances and detection tools, and cannot be expected to deploy multiple tools to ascertain if a particular commercial brand, watermarking approach, or mode of synthesis has been used.

Detection tools are also necessary for content believed to be AI-generated that does not have provenance information or that has been manipulated with counter-forensics approaches. There is justifiable skepticism about whether after-the-fact detection tools are useful for consumer transparency and consumer usage to identify generative AI and deepfake outputs. Detection of audiovisual generative AI and deepfakes outputs is flawed. Existing detection models frequently require expert input to assess the results and often they are not generalisable across multiple synthesis technologies and techniques or require personalization to a particular person to be protected from fraudulent voices or imagery. As such, detection tools can lead to unintentional confusion and exclusion. We have seen how these by the general public of detection tools has contributed to increased doubt around real footage and enabled the use of the liar’s dividend and plausible deniability around real content, rather than contributing to clarity.

However, from WITNESS’s experience they are a critical element—alongside the incorporation of provenance data and media literacy—when it comes to real-world scenarios where journalists, civil society and governments are attempting to discern how content has been created and manipulated. As we have seen in our work supporting forensic analysis of high profile global cases, there is a gap between on one side the needs of journalists, civil society leaders and election officials, and on the other side the availability of detection skills, resources and tools that are timely, effective and grounded in local contexts. These issues highlight the ‘detection equity’ gap that exists—the tools to detect AI-generated media are not available to the people who need them the most. Further research into improving detection capabilities remains critical as well as ensuring those who access tools also have the knowledge and skills to use them.
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Conclusion

Significant evolutions in volume, ease of access, personalization and malicious usage of generative AI reflect both the potential for creativity but also the heightened harms from audiovisual generative AI and deepfakes—including the plausible deniability that these tools enable, undermining consumers’ trust in the information ecosystem. I have highlighted in this statement the need to focus on existing harms as identified by those on the frontlines of deepfakes and synthetic media, and to center the voices of those affected by an AI-powered information landscape. I encourage this Subcommittee and legislators to go beyond a risks-based approach, and push for a rights-based framework in order to prevent and mitigate accidental harms, misuse harms, supply chain harms and structural harms. In this regard, approaches to transparency in audiovisual content production that incorporate strong privacy measures can protect personal information, safeguard democracy around the world, and promote creative production.

Sam Gregory

Executive Director