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Chair Cantwell, Ranking Member Cruz, and esteemed Members of the Committee, thank you for inviting me to testify on this important set of issues. I deeply appreciate this Committee for taking the initiative to spotlight this urgently needed conversation, and in particular for recognizing that privacy and AI innovation are mutually reinforcing goals that can, and must, be advanced in concert. My name is Amba Kak, and I co-lead the AI Now Institute, a leading policy research institute founded in 2016 that focuses on the social and economic impacts of artificial intelligence technologies. I have spent over fifteen years as a global policy expert designing and advocating for technology policy in the public interest, examining topics ranging from privacy to competition to algorithmic accountability, across roles in government, industry, and civil society. I recently served as a senior advisor on artificial intelligence at the Federal Trade Commission, where my role was to provide technological expertise in support of the agency’s enforcement and policy work, focused on how to mitigate and redress harms from data-driven systems like AI. This testimony is offered on behalf of myself and my colleague Dr. Sarah Myers West, and our remarks are based on research we have conducted at AI Now.¹

As excitement and trepidation about large-scale AI systems continues to fill headlines and hearings, it’s important to remember that nothing about the current trajectory of these privately developed technologies is inevitable. In a democracy, the trajectory of powerful technologies should be shaped in the public interest through public deliberation, not solely by a handful of corporate actors driven, ultimately, by commercial incentives: regulation can play a crucial role in ensuring such democratic shaping of technological systems.

**Which brings me to the one overarching point I want to make in today’s testimony:** the trajectory of AI is at a crucial inflection point. Without regulatory intervention, we are doomed to replicate the extractive, invasive, and often harmful data practices and business models that have characterized the past decade of the tech industry. A federal data privacy law, especially one with strong data minimization, could act as a foundational intervention to break this cycle and challenge the culture of impunity and recklessness that is hurting both consumers and competition.

In fact, the notion that we need to wipe away years of regulation and policy and create new frameworks from scratch for AI serves large industry players more than it does the rest of us: it serves to delay, and to provide current actors with significant influence on the scope and direction of such policymaking. AI systems are not wholly novel. Far from it. And rather than view them that way, to responsibly govern these technologies we must instead disaggregate these systems, or the “AI stack,” into their composite inputs, recognizing the details of how they work and what they require to operate. These include close examination of data, computational infrastructure, and labor. Precise and technically aware regulatory strategies can then be

deployed at different layers of this stack, preventing cloud companies from using their dominant market position to restrict competition in the AI market, for example; or copyright strategies against use of artistic works by image-generation tools; or, as is the subject of this testimony, AI firms from the irresponsible collection and retention of personal information. Once this is done, we can explore whether new approaches to address previously unanticipated harms or to tackle specific sectoral use cases are needed. Before that, though, we must leverage and continue to strengthen the regulatory toolbox we have already honed over the past decade.

To illuminate my argument, I will divide it into three specific points:

First, privacy risks are implicated across the AI life cycle. The generative AI boom further unleashes new forms of familiar privacy harms, supercharges the incentives for irresponsible data surveillance, and creates conditions ripe for extractive and exploitative business models.

Second, the turn toward large-scale AI further consolidates Big Tech’s already staggering control over consumer data, which deepens power asymmetries and allows these companies to act recklessly and with impunity. A strong data minimization rule would ensure not only the advancement of privacy, but would also act as a powerful curb on the concentration of power we’ve seen in this sector.

Finally, a legally binding data privacy mandate, including strong data minimization, individual data rights, algorithmic impact assessments, and protections against algorithmic discrimination, offers a foundational toolkit for demanding accountability from AI companies.

I. Privacy risks are implicated across the AI life cycle. The generative AI boom further unleashes new forms of familiar privacy harms, supercharges the incentives for irresponsible data surveillance, and creates conditions ripe for extractive and exploitative business models.

In the wake of a highly charged AI race with companies rushing to release new products and features to market before competitors, we’re seeing a sharp uptick in privacy lapses, from unexpected leaks of personal information in chatbot outputs to features that threaten to
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fundamentally compromise the privacy and security of our personal devices. While the list of egregious and obvious privacy failures is already long, we also need a systematic approach that brings into view every stage of the AI data life cycle as well as captures the more structural pathologies set in motion by the AI boom.

In this vein, we look into privacy harms that (1) emanate at the training and development stage, (2) emanate at the application and output stage, and those that (3) emanate from the business models and incentives shaping the AI market.

1) **Training and development stage.** AI models are trained on large amounts of data, and the early stages of training and then fine-tuning models can set in motion some of the most harmful and far-reaching data practices.

While there is a lack of basic transparency about the datasets used to train many commercially available models today, we know that at least some have taken advantage of publicly available data, scraping the web to create massive datasets of images and text, as well as voice and video data. In 2009, Meta changed its settings so that much previously private user data became public by default while users scrambled to revert to their original settings. A month later, Mark Zuckerberg disingenuously argued that privacy was no longer the “social norm.” Statements like this subvert the most basic privacy expectations of citizens whose digital lives are hoovered up by firms for profit, shielded by broad and inscrutable terms of service and settings that can be changed without people’s consent. Only through public scandals like Cambridge Analytica in 2018 did the public become aware that it had to contend with the dangers of this kind of centralized data power in the hands of a few companies.

Developments in generative AI have brought into sharp focus the stakes of this free-for-all approach to mining the public sphere. Soon after the public release of ChatGPT, questions from the public about what data these AI models had been trained on began to circulate, followed by panic when people began to realize that ChatGPT was sometimes leaking personal data “accidentally” in response to prompts.

We’re also seeing Big Tech firms store and use data collected in one context for other unanticipated purposes, using AI as a catchall justification. Companies haven’t given clear
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answers to the question of whether or not they’re using internal data to train new AI models, and Meta and Google recently announced an update to their terms that explicitly allows training of AI from user data. These fundamental choices of what data to use to train AI models determine the likelihood of inaccurate and discriminatory outputs. Recent research demonstrates that as AI models scale, using larger and larger datasets like the ones used in current LLMs, the tendency to produce inaccurate and harmful stereotypes also scales. Meanwhile, a decade of evidence on predictive AI systems now bears out the “garbage in, garbage-out” thesis, which holds that inaccurate, incomplete, and discriminatory training datasets go on to produce decisions or recommendations in high-stakes domains with harmful consequences for people's lives.

(2) Applications, outputs, and decision-making stage. Downstream, we see a new range of privacy threats culminate as AI models are applied to consumer-facing applications, or used in systems that aid or make decisions, recommendations, or inferences that impact people’s lives in material ways.

Generative AI systems currently on the market have been unexpectedly and routinely leaking personal information that is traced back to training datasets, including sensitive or even confidential data. While generative AI companies advise their users not to include personal information in their prompts, many still do; more concerning, research suggests that LLM-powered systems like ChatGPT are capable of making detailed and sensitive inferences even from apparently anonymized prompts. Mindful of these unresolved and persistent privacy challenges, many of the largest technology firms have banned their employees from using services like ChatGPT.

With a scramble to rush to market and a lack of regulatory friction, we’re seeing multiple AI companies announce untested and potentially harmful applications of AI that rely on people’s sensitive information—including biometrics—to make questionable inferences. For example, on the occasion of OpenAI’s recent rollout of Sora, a chatbot that provides multimedia output in response to prompts, CEO Sam Altman claimed that the software could detect emotional states from people’s voice recordings—even as there is mounting evidence (acknowledged by

regulators globally\textsuperscript{17}) that such inferences have dubious scientific validity, and potentially reinforce inaccurate and discriminatory stereotypes. Data privacy laws around the world are already being used to put in place strict limitations on specific kinds of data use that have well-known harms, including such “emotion recognition” systems\textsuperscript{18} as well as targeted advertising to children.\textsuperscript{19}

(3) Business model harms. As the past decade illuminates, tech firms already have strong incentives for irresponsible and invasive data collection, fueled primarily by a business model that relies on personalized behavioral targeting of consumers with advertising. The AI boom exacerbates this, fueling a race to the bottom. In fact, a key feature of the current market for large-scale AI is that it is not only computationally, ecologically, and data intensive, it is also very, very expensive to develop and run these systems.\textsuperscript{20} These eye-watering costs will need a path to profit. By all accounts, though, a viable business model remains elusive.\textsuperscript{21} It is precisely in this kind of environment, with a few incumbent firms feeling the pressure to turn a profit, that predatory business models tend to emerge.

Finally, there is also a broader harm that cuts across the indiscriminate collection and retention of data at these various stages of the AI life cycle: the more data that is collected and stored indefinitely, the more we are creating “honeypots” or “goldmines for cyber criminals”\textsuperscript{22} that are an attractive target for interception by unauthorized third parties,\textsuperscript{23} including malicious state and non-state actors. We already have examples of the real human costs of careless retention of data, from biometric information of Afghan citizens in American-managed databases that fell into the hands of the Taliban,\textsuperscript{24} to the intricate web of third-party data brokers that buy and sell sensitive
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\textsuperscript{23} For examples of “leaky” data from internet of things (IoT) devices and mobile phones, leaving personal information of users vulnerable to interception, see Anna Maria Mandalari et al., “Blocking without Breaking: Identification and Mitigation of Non-Essential IoT Traffic,” Proceedings of Privacy Enhancing Technologies Symposium (PETS), May 11, 2021, https://doi.org/10.48550/arXiv.2105.05162.

\textsuperscript{24} Eileen Guo and Hikmat Noori, “This Is the Real Story of the Afghan Biometric Databases Abandoned to the Taliban,” \textit{MIT Technology Review}, August 30, 2021,
information about people that can be used to target them unfairly or to hinder their access to credit, housing, and education. Data minimization is based on the premise that information that’s never collected in the first place cannot be breached; and that which is deleted after it’s no longer needed is no longer at risk.

II. **The turn toward large-scale AI further consolidates Big Tech’s already staggering control over consumer data, which deepens power asymmetries and allows these companies to act recklessly and with impunity.**

Large-scale AI depends principally on data and compute resources (this includes both cloud computing and hardware components like chips) as essential inputs. Big Tech companies are already positioned at a considerable advantage at many points in the AI stack. Currently, the largest consumer technology companies such as Google, Microsoft, and Amazon dominate access to such compute resources (and other companies, as a rule, depend on them for these resources). This is closely related to these companies’ pre-existing data advantage, which enables them to collect and store large amounts of good-quality data about billions of people via their vast market penetration.

The idea that “data is everywhere” and therefore not a scarce resource is intuitively appealing but misses the point: quality data is scarce. Datasets with high levels of human curation and human feedback; niche datasets especially in high-impact sectors like finance or healthcare; datasets that come with assurances of accuracy, legitimacy, and diversity at scale are becoming a key source of competitive advantage for Big Tech companies, especially in the hypercompetitive generative AI market. This data advantage can give models developed by Big Tech companies an edge over those developed without the benefit of such data. Indeed, access to high-quality data can result in smaller models (those trained on less data and requiring less computational power for training) that perform better than larger models trained without such quality data. OpenAI has reportedly already used YouTube data to train its models, which leaves the door open for Google to use data not only from YouTube, but also from Gmail, Google Drive, and all its other properties. Similarly, Microsoft can potentially use data from its enterprise services, and AWS from its cloud services. Each of these companies has also forged partnerships and acquisitions in specific sectors that give them access to troves of sensitive data, such as in the electronic health records space.
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Repositories of publicly available data currently available online are also likely to dwindle or become less valuable soon in comparison to proprietary datasets held by these companies. We’re already seeing a trend toward more restrictions on publicly available data and expensive content deals between large AI firms and big publishers like *The Atlantic* and *Axel Springer* and websites like *Reddit* and *Stack Overflow*, and a general lack of transparency around what datasets are being used to train AI.

In this environment, unlike other actors that must largely rely on third-party intermediaries to access data, large firms are exploiting the fact that they directly control the vast majority of the environment in which data is collected; they are able to take advantage of the network effects associated with the scale at which they operate by collecting, analyzing, and using data within platforms they wholly own and control. This is a product of a self-reinforcing feedback loop, which over time has led to these firms being so dominant and pervasive that it is virtually impossible not to use their systems.

This market reality must inform any privacy and AI-specific regulatory efforts. Privacy and competition law are too often siloed from each other, leading to interventions that could easily compromise the objectives of one issue over the other. And firms are, in turn, taking advantage of this to amass information asymmetries that contribute to further concentration of their power.


This concentration of power enabled by control over data isn’t just a problem for potential competitors of Big Tech. Too much centralized economic power in the hands of too few harms our democracy—especially when these very same actors have proven themselves to be reckless and far from dependable custodians of this power. Amid the hype surrounding AI, companies are rushing to market with technologies that are far from ready to be broadly accessible. Google recently rolled out its AI Overviews feature in its search engine results; within days it was producing inaccurate, nonsensical, and even dangerous answers to people’s queries.\(^\text{38}\) Meta’s new AI agents, which the company integrated into millions of Instagram and Facebook accounts, have generated misinformation and misled people into believing they were interacting with real human beings.\(^\text{39}\) And Microsoft has been broadly panned for proposing a new AI-enabled feature named Recall that raises numerous privacy-related red flags.

These are the very same companies that resist regulatory guardrails in the name of “innovation.” It’s time to question the premise: Is this scramble for reckless growth by a handful of surveillance monopolies really innovation? It’s not surprising that these companies, free from regulatory constraints or competitive market pressures, are acting out. A data privacy mandate that embeds transparency and accountability around how these companies build AI, and when they determine they are fit for market release, isn’t curbing innovation: it’s a long overdue check on these companies.

### III. Data privacy law—in particular strong data minimization, impact assessments, data rights, and protections against algorithmic discrimination—provides a foundational toolkit for demanding accountability from AI companies.

Taking stock of some of the myriad, diffused ways in which AI is poised to heighten threats to our individual and collective privacy, and worsen the concentrations of power in Big Tech, we can now ask: How might the AI market develop differently in the presence of a strong, broad-ranging federal privacy law?

#### a. Data minimization:

Data minimization rules impose a proactive obligation on entities to put reasonable limits on the collection, use, and retention of personal data in the interest of the individual and group data holders. These “data minimization” rules, which are described in recent proposals such as the APRA,\(^\text{40}\) are a core part of global data protection laws. As AI Now, Accountable Tech, and EPIC emphasize in our “Zero Trust AI Framework,” data minimization rules are essential levers at a time when AI is tipped to further exacerbate information asymmetries between individuals and


communities on one hand, and the large corporations that create and collect data about them on the other.\textsuperscript{41}

Collection limitation, for example, would force firms to adhere to limits when it comes to data surveillance and acquisition—to build within the constraints of necessity and proportionality. This would replace reckless organizational data cultures with reflexivity that forces engineers to calibrate decisions about data, keeping in mind the privacy and security vulnerabilities these create. In response to Microsoft’s announcement of its Recall feature that continuously screenshots our activities on the computer, the lawmakers and the public would be empowered to demand basic accountability: is such data surveillance, that creates a honey pot for bad actors and unauthorized access, at all proportionate? It is likely, in fact, that this feature may have never been announced in the first place had the company done even a rudimentary impact assessment that evaluated risks to privacy and security. Put simply, a strong data minimization mandate would have disincentivized the development of these patently unsafe features to begin with.

A purpose limitation rule, on the other hand, could restrain Big Tech monopolies from endlessly combining data collected for distinct purposes in pursuit of consolidating their data advantage against competitors. We already have examples of these rules being applied to protect consumers from harm. The FTC has also penalized Amazon for storing children’s voiceprints—highly sensitive data—and shot down the company’s justification that it would be used to improve its Alexa algorithm.\textsuperscript{42}

Most crucially, data minimization rules don’t hinge on user consent: they apply regardless, overcoming the now-well-known deficiencies of a privacy regime that hinges exclusively on individuals being able to meaningfully exercise choices online given the structural power asymmetries that abound between individuals and massive tech firms.\textsuperscript{43} Just this week, Open AI CEO Sam Altman, in collaboration with another company, announced Thrive AI Health, pitched as a “hyper-personalized AI health coach.”\textsuperscript{44} They set out a pervasive vision of data surveillance, ranging from highly intimate sleeping, eating, and exercise behaviors combined with medical data. The premise is that because individuals can “choose” whether to share this data, any privacy concerns are put to rest. This flies in the face of a decade of evidence that indicates we cannot rely solely on people’s choices to protect them, when the long-term implications of unauthorized access, out-of-context sharing, or malicious use are difficult if not impossible for the average consumer to meaningfully comprehend. This is the outcome of a regulatory environment that has failed to place limits on the unrestrained collection, storage, and use of sensitive data, allowing companies to fall back on consent as a catchall defense.

\textsuperscript{41} Accountable Tech, AI Now Institute, and EPIC, “Zero Trust AI Governance,” AI Now Institute, August 10, 2023, https://ainowinstitute.org/publication/zero-trust-ai-governance.


Beyond the general principle of data minimization, a data privacy law could include prohibitions on specific kinds of data use that have well-known harms, such as targeted advertising to children, or uses based on sensitive data categories, or the use of data about people’s interior mental states in so-called “emotion recognition” systems that have been repeatedly found to be based on faulty foundations. Perhaps, Open AI CEO Sam Altman would have likely been stopped in his tracks before claiming the recent multimedia chatbot Sora would be able to “detect people’s emotional states” from people’s voice recordings.

b. Data rights:

Data rights are a crucial complement to the proactive obligations of data minimization, as they empower individuals to ascertain the nature and scale of commercial surveillance, and to act on such information to correct, order deletion, or otherwise seek redress if they believe any other obligations owed to them under the legislation have not been fulfilled.

Currently, the only constraint on usage of any consumer data for training of proprietary models comes from the terms of service of those products, which can be changed at will, as Google and Meta recently did. Notable too that while European users were alerted by Meta that it would use publicly available posts to train its AI, American users received no such notification. With a comprehensive data privacy law, these individuals would have, at minimum, the ability to demand transparency around the use of their data.

Under the latest text of APRA, consumers would also have a broad right to opt out of algorithmic decision-making that comprises “consequential decisions”—defined as decisions, including ads, that may impact an individual's equal access to housing, employment, healthcare, and so on. Such algorithmic decision-making is ubiquitous today, with limited oversight. As just one example, an IBM survey in 2023 showed that out of 8,500 participants in the survey, 42 percent were already using AI screening to filter out candidates, and another 40 percent were in the process of integrating with such technology. These screening softwares have been known to filter out qualified candidates based on their age, gender, or even hobbies, with marginalized candidates bearing the brunt of maximum harm. A right to opt out of consequential decisions would allow these candidates a fairer review of their applications and would force companies to
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put better pipelines to employment in place that do not exacerbate entrenched inequalities in the workplace.

c. Impact Assessments:

A data privacy law should also include a mandate for impact assessments or audits of AI systems in order to proactively identify and mitigate harms, including relating to discrimination, privacy, and security. These evaluations go beyond conventional privacy impact assessments that assess systems against relatively narrow privacy and security criteria, in favor of a more expansive stocktaking that requires companies to evaluate whether particular groups will be harmed as a result of the design or use of the AI system. Researchers like Dr. Alex Hanna and Dr. Mehtab Khan, for example, have put forward a multilayered framework to scrutinize the multiple complex layers of large-scale AI models.52

One could imagine that some of the most concerning recent AI features and products, from Microsoft’s Recall to Google AI Overviews, would perhaps never have been announced or brought to market had firms been required to comprehensively evaluate the privacy and security implications of their systems before release.

A note of caution on impact assessments: while such evaluations are positive in theory, these obligations must be drafted to ensure meaningful accountability. There is a significant risk that any audit or evaluation standard can devolve into a superficial checkbox exercise53 more useful in offloading liability than in protecting the public. With that in mind, we recommend the following:

- Meaningful assessments that mandate evaluation should happen before products are made available for use in the public domain, and should be subject to evaluation on an ongoing basis while in operation. It is essential that the criteria for such evaluations not be limited to narrow technical parameters or be tested only under so-called “laboratory-like conditions.”54
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• Evaluations must be conducted by independent, disinterested, and adequately resourced and protected third parties such as researchers, civil society, or the appropriate federal agencies, by charging that such evaluations are subject to both regulatory and public scrutiny.

• There must be real consequences for a failure to mitigate or prevent harms that are identified. This includes strict penalties but also, crucially, abandoning systems that are designed in ways that make such harms inevitable.

d. Prohibition against discrimination:

A range of privacy proposals, both in the United States and globally, include protections against using personal data in AI in ways that discriminate. It is now well documented that AI systems are routinely, and often structurally, biased in ways that entrench and embed historical inequities in sensitive social domains like healthcare, hiring, education, housing, and


criminal justice.\footnote{61}{Julia Angwin, Jeff Larson, Surya Mattu and Lauren Kirchner, “Machine Bias,” \textit{ProPublica}, May 23, 2016, \url{https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing}.} This should not come as a surprise given that these systems necessarily draw their map of “the world” from data that reflects discriminatory histories and sentiments. As recently highlighted in the fact sheet accompanying the Biden administration’s Blueprint for an AI Bill of Rights, several federal agencies are already applying existing laws and mechanisms to address algorithmic discrimination in housing, employment, and other realms.\footnote{62}{White House, “Blueprint for an AI Bill of Rights.”} A civil rights provision in a federal privacy law would provide an overarching means of redress against AI systems that perpetuate discrimination.

To conclude, the key lesson of the past decade has been understanding that control over data is about power asymmetries, and since companies derive clear commercial benefit from widening this asymmetry, regulation is essential to protect the public from harm. Passing strong federal privacy legislation is a critical and overdue step in that direction.\footnote{63}{Accountable Tech, AI Now Institute, and EPIC, “Zero Trust AI Governance.”} And while it is true that the United States is already behind in terms of enacting a comprehensive data privacy law, in those countries that have these legislative mandates in place, there have been major gaps and ambiguities in implementation. An opportunity exists, therefore, to enact and creatively apply foundational privacy principles to the emergent landscape of AI systems, setting the gold standard of enforcement for the rest of the world.