On behalf of the Center for Democracy & Technology (CDT), thank you for the opportunity to testify about enlisting big data in the fight against coronavirus. CDT is a nonpartisan, nonprofit 501(c)(3) charitable organization dedicated to advancing the rights of the individual in the digital world. CDT is committed to protecting privacy as a fundamental human and civil right and as a necessity for securing other rights such as access to justice, equal protection, and freedom of expression. CDT has offices in Washington, D.C., and Brussels, and has a diverse funding portfolio from foundation grants, corporate donations, and individual donations.¹

We commend the committee for holding this paper hearing while usual congressional functions are suspended. Both governmental and corporate responses to the coronavirus are evolving quickly, and Congressional oversight will hopefully encourage best practices while deterring behavior that is unjustifiably risky. It is never too soon to ask whether data use violates privacy, treats people unfairly, or fails to solve the problem for which it was obtained.

Academics, public health officials, and advocacy organizations have already registered their concerns with coronavirus response efforts violating privacy or other human rights.² These

concerns are only heightened when a government agency is the collector or recipient of the data, the data is individualized, or the data collection or use is mandatory. It’s important to note that these entities and individuals do not categorically oppose all corporate or government collection or use of data in response to the coronavirus. They instead seek to ensure it is conducted in a way that does not risk privacy or human rights.

I. Big Data Can Contribute to the Fight Against the Coronavirus Without Jeopardizing Privacy

A. Initial U.S. Response

In the face of an unprecedented epidemic, American business has sprung into action. Many companies have donated money to relief efforts, and others have made in-kind donations of equipment, goods, or services that are critical to a successful response. For example, some have switched from producing clothes and alcoholic beverages to making personal protective equipment and hand sanitizer. Others have provided transportation to redistribute goods to where they are most needed or donated software to help coordinate first responders.

Several technology companies activated their “Data for Good” operations, which may generally be described as programs that use and share information to advance the public interest. While the data inputs of these programs may have been originally collected or accessed for commercial purposes, the use and output of these programs is often shared with nonprofits, governmental entities, or the public. In some instances, the technology companies provide data to nonprofits or academics under agreements requiring that the recipients will use data in ways that are privacy-protective. In other instances, companies will donate their computing power—either the hardware or the artificial intelligence to process the data. In some cases, companies provide all of these things.
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At the time of this hearing, big data processing in the U.S. falls into several categories:

- **Publication and analysis of existing research**: Academic institutions, think tanks, and companies have published all or part of 29,000 academic articles in machine-readable text for data mining purposes.⁵

- **Medical research**: Computer processing is a staple of modern medical research, and companies are donating platform power to speed up analysis. For example, Microsoft has donated supercomputing resources to help map the coronavirus on an atomic level.⁶ IBM, in partnership with the White House Office of Science and Technology Policy, is coordinating the COVID-19 High Performance Computing Consortium, which provides computing power to approved academic research projects.⁷

- **Symptom trackers**: Government agencies, private companies, and academic institutions are launching symptom trackers. These include the Centers for Disease Control, Verily, the University of Alabama, independent medical researchers, Microsoft, and Apple.⁸ Some of these trackers help people determine whether they should seek medical treatment, but others collect information for research purposes and to identify areas that may have higher infection rates.

---


● **Heatmaps:** Heatmaps are available from multiple sources, including platforms, newspapers, and media outlets. They often represent the number of cases officially confirmed by test and usually report data at the city, county, or state level. Population density maps have also been used to determine where medical resources should be deployed.

● **Aggregate movement patterns and statistics:** Location information has been processed to determine how much people are travelling and where they are going. For example, Google is releasing state mobility reports reflecting the increase or decrease in visits to grocery stories, entertainment venues, and more. Facebook releases daily mobility data that reveals travel between populations and comparative rates of movement compared to pre-coronavirus levels.

As one can see, there are a number of ways big data processing can advance the coronavirus response without unduly risking individual privacy. Some of this data does not reflect personal information at all—such as state level statistics that are aggregated and cannot be associated with specific individuals.

But there are also uses of data that are riskier. For example, if heat maps or case reporting become too granular, it may be easy to associate a positive coronavirus status with identifiable people.

Symptom trackers may also pose privacy risks if they collect personal information. Some of the symptom trackers here report that they do not collect or retain any personal health information at all. Others are less clear. One notifies users that it uses a number of cookies and does not honor “Do Not Track” browser indicators. It goes on to state that personal information will be shared broadly with medical and academic institutions, but recognizes three versions of “rights” that people are entitled to: European, Californian, and other Americans.

---
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B. Learning from Past Emergencies and Epidemics

It is important to note that epidemics and natural disasters are regrettably common, even if not usually seen in the current magnitude. As a result, corporate, academic, and government responses can and should draw on the extensive experience of epidemiologists, public health officials, and emergency response experts to be informed by what has worked in the past. The Centers for Disease Control, World Health Organization, academic institutions, think tanks, and human rights organizations have developed best practices for tracking and combating epidemics, for example. While they recognize the incomparable value of data, they also seek to use it in ways that support meaningful responses. Innovation should certainly continue, but Congress should be guided by these experts and not endorse novel or untested responses. There is simply too much at stake.

II. The Lack of a Comprehensive Privacy Law Can Undermine Trust in Health Services and Inhibit Disease Response

The United States does not have a comprehensive privacy law to protect Americans’ personal information. Instead, we have a patchwork of federal, state, and local laws that regulate specific sectors or data sets like education records, financial records, children’s information, and health records if they are held by certain entities. This has led to the explosion of risky and exploitive data-driven behaviors in the vast unregulated space in between. It has reduced public trust in technology companies, and as a result, may discourage people from using legitimate services or waste precious time and resources on untested products. This in turn may inhibit the coronavirus response.

A. Our health privacy statute covers only a small portion of the health data ecosystem, and does not apply to data in the consumer market

Most people are familiar with the Health Insurance Portability and Accountability Act (HIPAA),\(^\text{15}\) which governs identifiable “protected health information” (PHI) and includes demographic and other information related to current or past health status. Most people do not understand that HIPAA only applies to data created, held, or transmitted by certain entities such as doctors,

\(^{15}\) Health Insurance Portability and Accountability Act of 1996 (HIPAA), 29 U.S.C. § 1181 et seq., 42 U.S.C. § 1320d et seq. (1996). When HIPAA applies, its Privacy Rule regulates how PHI can be used and disclosed, such as for treatment, payment, public health, and research, and it specifies when an entity needs to obtain the prior authorization of the data subject. It also establishes rights for individuals, including the right to obtain a copy of PHI and to request amendments to this data. HIPAA permits states to supplement these protections with additional requirements and many states have done so. Importantly, when PHI leaves a covered entity to join the general consumer data ecosystem, it loses HIPAA protections.
health plans, and health care clearinghouses, and their contractors (known as “business associates”).

Emerging technologies are collecting increasing amounts of data that reflect physical or mental health or status. The entities collecting the data include social media networks, mobile app developers, smartphone and home IoT manufacturers, and internet search engines. They may also be more traditional enterprises like life insurers, retailers, credit card companies, employers, and data brokers. While consumers are likely to understand that fitness trackers, DNA tests, diet apps, and similar services create health-related information, they do not foresee location data, search terms, and their online browsing history becoming the basis for the ads they see or the services they are offered. The average person just cannot anticipate that any data can become health data if a company chooses to use it for those purposes.

To be clear, this type of commercial data use is regulated under the Federal Trade Commission Act that prohibits unfair and deceptive practices. While that statute does not have clear rules about the collection, use, and sharing of data, it has been enforced against companies that have failed to provide meaningful notice and choice to consumers or used data in ways that harm people. Case-by-case enforcement has slowly developed a body of case law but a lack of hard and fast rules, and limited resources have allowed reckless and exploitive behavior to flourish.

B. The unregulated consumer market has permitted broad sharing and use of health information

There is mounting evidence that non-HIPAA-covered entities are regularly collecting, using, and sharing consumer health information in ways that would surprise individuals and arguably exploit their sensitive data. Here are just a few examples where unregulated health data about consumers was collected and shared:

- A 2019 study reported that a range of health and wellness applications, including smoking cessation, fitness tracking, mental health, and period tracking applications had shared their users’ sensitive information with third parties.  

• A Financial Times report found that popular health websites share sensitive consumer information, including medical symptoms, diagnosis, drug names, and menstrual and fertility information with advertisers and data brokers.\textsuperscript{18}

• The app GoodRX shared consumer information, including specific prescription information, with advertisers.\textsuperscript{19}

• DNA testing company 23andMe recently sold the rights to a drug that it developed using its customers’ data.\textsuperscript{20}

• Voice recordings from consumer smart speakers are being studied to detect signs of dementia.\textsuperscript{21}

• Consumer pregnancy apps are sharing users’ fertility data with their employers.\textsuperscript{22}

• Data brokers and advertisers have used inferred health information to target ads in a harmful and exploitative manner, such as serving treatment ads to someone facing challenges with addiction.\textsuperscript{23}

\textsuperscript{18} See Madhumita Murgia and Max Harlow, How Top Health Websites are Sharing Sensitive Data with Advertisers, Fin. Times (Nov. 12, 2019), \url{https://www.ft.com/content/0fbf4d8e-022b-11ea-be59-e49b2a136b8d}.


\textsuperscript{20} See Jessica Hamzelou, 23andMe Has Sold the Rights to Develop a Drug Based on Its Users’ DNA, NewScientist (Jan. 10, 2020), \url{https://www.newscientist.com/article/2229828-23andme-has-sold-the-rights-to-develop-a-drug-based-on-its-users-dna/}.


Insurance companies are using data from their partners, such as purchase and browsing history and social media activity, to make decisions regarding eligibility, rates, and targeted marketing.  

C. Passing a comprehensive privacy law would provide consumers and corporations with clarity while protecting individual rights

Chairman Wicker, Ranking Member Cantwell, and several other committee members have introduced comprehensive privacy legislation that would provide heightened protections to currently unregulated health information. Importantly, they also permit the sharing of information in emergency situations, in support of public interest research, and for broader uses of data that are anonymized, de-identified, or used in aggregate. Additional provisions are likely to deter abuses, such as individual rights to access, correct, and delete data, and obligations on companies to conduct risk assessments on their data use.

While some may argue that a privacy law would only hamper innovations around the coronavirus response, failure to impose reasonable protections may backfire. First, improper use of consumer health data leads to an erosion in consumer trust that may deter people from voluntarily sharing information with legitimate entities for important public health purposes. If consumers do not trust new technologies they will refrain from using them. Second, the race to collect as much information as possible only encourages scams, false cures, and “click bait” to entice people to share information that may be very revealing. To the extent that people rely on such products, they may do so in lieu of accessing real information or meaningful medical help. If the United States faces such a health crisis in the future, we will likely find that the clarity and trust that comes from a meaningful privacy law actually serves public health.

III. Urgent Use Case: Location and Proximity Tracking Around the World

While many types of data may eventually be used to gain insight about the coronavirus, location and proximity information are being used now by a wide array of public interest, government and corporate entities. There are also reports that the U.S. government may seek to expand its access to more individualized forms of this data or call on companies in the


private sector to more aggressively use location data they are already collecting in the course of business.

To that end, we note for the Committee that location data is unusually sensitive and difficult to anonymize. The use of this data in other countries has had serious implications for privacy while the value added by these programs is unclear.

A. Location data is uniquely difficult to de-identify or anonymize

Location data, because of its revealing nature, is very difficult to sufficiently anonymize. In two blockbuster investigations by The New York Times, reporters analyzed a database of de-identified location data (location data points not directly connected to an individual’s name), and demonstrated that the data could become identifiable.\(^\text{26}\) From the millions of data points, investigators were able to identify many individuals due to the uniqueness of their travel patterns.\(^\text{27}\) For example, they were able to identify participants at a political protest by tracking them to their homes.\(^\text{28}\) The Times is not alone. Researchers at MIT and a leading Belgian university, who studied 15 months of anonymized mobile phone location data of 1.5 million people, were able to uniquely identify 95 percent of the individuals in their study from just four data points each.\(^\text{29}\) Comparatively, they note it takes 12 points on a fingerprint to identify an individual. Part of what makes location information difficult to anonymize is the wealth of information that can be combined with the dataset to enable conclusions about identity to be drawn. For example, an anonymized route of a morning commute can reveal where the commuter likely lives and works. This information almost always uniquely describes one person and is identifiable to that person. Publicly available housing records, or online information about who works where, for example, can likely reveal the commuter’s identity. Given these risks, it is a best practice for companies to pursue solutions that center on aggregated data that illustrate trends and to provide those outputs to the U.S. government, as opposed to volunteering datasets.
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\(^{27}\) See Valentino-DeVries et. al., supra n.26.
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\(^{29}\) See Yves-Alexandre de Montjoye et. al., Unique in the Crowd: The Privacy Bounds of Human Mobility, Nature (2013), https://www.nature.com/articles/srep01376.
B. States and the federal government have extended protections for location information

In 2012, the Supreme Court held in United States v. Jones that installing a GPS tracker on a vehicle and using the device to monitor the vehicle’s movements constituted a search under the Fourth Amendment. States responded by going even further and passing legislation requiring their law enforcement entities to get a warrant prior to accessing an individual’s historical location information, or tracking them in real time. Additionally, some state high courts determined that location information was protected under their constitution. CDT believes this trend is compelling proof that there is an expectation of privacy in location information.

As Supreme Court Justice Sotomayor noted in Carpenter v. United States, a comprehensive record of a person’s movements “reflects a wealth of detail about [the person’s] familial, political, professional, religious, and sexual associations.” From location information one can infer sensitive medical, religious, or legal needs from visits to cancer centers, churches or mosques, or visits to an immigration legal clinic. And when the government collects and retains this information over a lengthy period of time, the government accesses “a category of information otherwise unknowable.” This type of information grants the government the ability to “travel back in time to retrace a person’s whereabouts[]” As a result, location tracked over time is deeply personal information that is among the “privacies of life” protected by the Fourth Amendment.

C. Countries are adopting location tracking and proximity-based contact tracing although the effectiveness and privacy impact are unclear

While the details of many location tracking programs are still unknown, researchers are able to provide basic information about how many of them collect and share data. Two major
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approaches have emerged: contact tracing through location comparisons and contact tracing through proximity detection.

**Location tracking**

In China, the government partnered with the private sector and produced a smartphone app that dictates whether a person could travel freely or be quarantined. The app generated a green, yellow, or red code on the user’s mobile phone indicating each person’s contagion risk. When *The New York Times* analyzed the software’s code, it reported that the app not only determines in real time whether someone poses a contagion risk, it also shares information with the police. Moreover, the Times’s analysis also found that each time a person’s color code is scanned — at a health checkpoint, for instance — his or her current location appears to be sent to the system’s servers, possibly allowing the authorities to track people’s movements over time. Chinese officials have not explained how the app makes its determinations or what data the app utilizes.

In South Korea, the government initially posted the detailed location history of individuals who tested positive for coronavirus online. These public postings included a host of sensitive personal information including, the timing of individuals’ daily routines, whether they wore masks in public, what public transit stops they visited, where they ate and socialized, and even the name of the clinics where they were tested for the virus. Those whose information was released frequently found themselves stigmatized and attacked online. In an effort to ensure that South Koreans’ are not deterred from getting tested, the government has taken to reevaluating how it shares information about confirmed cases moving forward.

In Israel, Prime Minister Netanyahu ordered his country’s domestic spy agency, Shin Bet, to tap cell phone location information it had been secretly collecting in bulk since 2002 in Israel and

---
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the occupied territories. Using this data, government officials text individuals who they believe may have been exposed to a person who tested positive for COVID-19 and direct them to self-quarantine. Shin Bet states that this program has led to the isolation of more than 500 people who later tested positive for COVID-19. The program has been criticized by privacy advocates and is also facing scrutiny by the Israeli Parliament.

Proximity monitoring

In Singapore, the government was also interested in determining whether individuals have been exposed to people recently diagnosed with the coronavirus and developed an app called TraceTogether as a way to improve contact-tracing efforts. As of April 6, the app had over 1,000,000 unique users.

In April, India’s government launched a coronavirus tracking app in conjunction with private sector partners. The app is designed to use a phone’s location and Bluetooth data to determine if the phone’s owner has been within six feet of a person infected with COVID-19. According to reports, the anonymised data collected by the app is checked against a database of known cases and their movements. If an app user tests positive or has been in close contact with someone who has, the app will share that data with the Indian government.

---
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Just this month, a group of technologists and scientists in the European Union unveiled that they are also working on a contact-tracing technology, similar to that deployed in Singapore, but designed to comply with the EU’s stringent privacy rules, namely the EU’s General Data Protection Regulation.\(^{53}\) The European effort, dubbed the Pan-European Privacy-Preserving Proximity Tracing (PEPP-PT), was created to develop technical mechanisms and standards that protect privacy while also leveraging digital resources to bolster pandemic response efforts.\(^{54}\) The PEPP-PT model does not collect location data, contact information, or identifiable features of the end devices. Instead, the app will generate temporary IDs. When two or more smartphones running the app come into proximity, they exchange these IDs, encrypt and save them locally on the device.\(^{55}\)

The central idea behind both the Singapore, Indian, and EU approaches is leveraging the Bluetooth capabilities of smartphones to log certain interactions between devices that, in turn, help prevent the spread of the coronavirus by notifying individuals who have come into close contact with an infected person.\(^{56}\) Neither reveals to the notified individual the identity of the infected person with whom they came into contact or the place where the contact occurred. These apps are voluntary, at least at inception: the user voluntarily downloads the app that records the unique identifiers of others who have voluntarily downloaded the app. They rely, with some degree of transparency, on Bluetooth data, rather than on less-precise location information surreptitiously compelled from a communications service provider that may produce more false positives.

**D. Personally identifiable information is being used overseas in ways that may threaten health and safety**

As discussed above, there are different location and proximity data sets available on the consumer market and they pose different accuracy, privacy and security challenges depending on how contact-tracing applications are engineered. We flag for the Committee that human rights organizations have documented risky, draconian, or opportunistic coronavirus responses overseas that grow from aggressive state-driven disease tracking.\(^{57}\) While U.S. institutions may

\(^{55}\) See Pan-European Privacy-Preserving Proximity Tracing, supra n.53.
\(^{56}\) See Lomas, supra n.54.
provide a check on the most egregious behavior, emergency situations like the one we are facing now can lead to overreach in ways that are uncommon in less urgent situations. We must ensure that if companies or government agencies in the U.S. choose to use location or proximity data for contact tracing, it is done in a manner that minimizes risk to infected individuals and communities that may have legitimate reasons for failing to self-quarantine.

IV. Considerations

The coronavirus epidemic continues to grow and companies, academics, and governments are searching for ways to leverage technology in response. When deciding what types of data practices are appropriate, Congress should remember that privacy is a balancing of equities. We no longer think of privacy as an on-off switch, or something that can be dismissed after a person agrees to a lengthy privacy policy. It instead weighs the intrusion of any product or program against the benefit of the data use, the secondary effects on individuals, and any mitigating steps that can be taken to minimize harms. As policymakers review data collection, use and sharing, they should:

- **Focus on prevention and treatment, not punishment:** Past epidemics have demonstrated that fear is not as effective as clear, meaningful information from a reliable source and the ability to voluntarily comply with medical and governmental directives. Successfully fighting the coronavirus will mean ensuring that a government response does not evolve into law enforcement and broad surveillance functions.

- **Ensure accuracy and effectiveness:** There does not appear to be a universally accepted definition of “accurate” or “effective” when it comes to predicting, preventing, or responding to the coronavirus. Nevertheless, if a tool or practice is unlikely to provide meaningful and measurable contributions to the coronavirus response, companies and governments should consider alternatives. This is not only because the privacy risks may not be justified but because people may rely on these measures in lieu of those that actually work.

- **Provide actionable information:** In a time of crisis, more information isn’t always better. New data collection or novel data uses should inform individual, corporate, or government behavior in a constructive way. Symptom trackers, for example, may tell a person whether he or she should seek medical care. Contact tracing on the other hand, when it relies on insufficiently granular data, may result in unnecessary or unproductive quarantine, testing, and fear.
● **Require corporate and government practices that respect privacy:** People are reasonably fearful for their own health and the health of their loved ones. The burden for constructing privacy-protective products and responses must not be on concerned citizens but on companies and governments. That includes:
  ○ *A preference for aggregated data.* Individually identifiable information should not be used when less intrusive measures will suffice. If aggregated data will not do, industry best practices in anonymization and de-identification must be applied.
  ○ *Minimizing collection, use, and sharing.* When identifiable information is necessary, data processing should be limited when possible.
  ○ *Purpose limitations.* Data collected or used for the coronavirus response should not be used for secondary purposes. For corporate actors, this means advertising for commercial purposes or unrelated product development. For government actors, that means any function not directly related to their public health functions.
  ○ *Deletion.* Data should be deleted when it is no longer necessary for responding to the coronavirus epidemic or conducting public health research, especially if it is personally identifiable.

● **Build services that serve all populations:** Newly released data is confirming that minorities are contracting the coronavirus at a higher rate and are more likely to die from it. There are also legitimate questions about how actionable mobility tracking data is for rural, poor, and working class communities that must travel for work or to secure food and medical care. As technology seeks to find solutions to the coronavirus, it is crucial that it does so in a way that serves all demographics and does not exacerbate existing inequalities.

● **Empower individuals when possible:** Epidemic response may not always allow for individualized opt-ins or opt-outs of data collection and use. To the extent possible, participation in data based programs should be voluntary and individuals should maintain traditional rights to control one's data.

● **Be transparent to build trust:** People will hesitate to participate in programs that involve their personal information but that are not transparent in how that information will be used. Companies that provide data, or inferences from data, and the governmental entities that use such information, must be transparent to users and residents about how data will be used.

---

• **Be especially rigorous when considering government action:** A coordinated government response is necessary for successfully fighting the coronavirus epidemic, but the United States has an important tradition of recognizing that the powers of the state pose unique threats to privacy and liberty.

V. **Conclusion**

The U.S. is facing an unprecedented epidemic that is straining our resources and testing our values. Congress is wise to consider right now how big data uses may infringe privacy, especially in ways that may not actually deliver relief, or do so in ways that are disproportionate to the public health threat or do not fairly serve different communities. As this crisis continues, we recommend that Congress also turn its oversight authority to evaluating how technology is meeting downstream challenges of large scale remote work and schooling, both of which are raising new questions about privacy and security of worker and student data.

We thank you for the opportunity to testify today and look forward to responding to questions from the committee.